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Kay KN, Winawer J, Mezer A, Wandell BA. Compressive spatial summation in human visual cortex. J Neurophysiol 110: 481–494, 2013. First published April 24, 2013; doi:10.1152/jn.00105.2013.—Neurons within a small (a few cubic millimeters) region of visual cortex respond to stimuli within a restricted region of the visual field. Previous studies have characterized the population response of such neurons using a model that sums contrast linearly across the visual field. In this study, we tested linear spatial summation of population responses using blood oxygenation level-dependent (BOLD) functional MRI. We measured BOLD responses to a systematic set of contrast patterns and discovered systematic deviation from linearity: the data are more accurately explained by a model in which a compressive static nonlinearity is applied after linear spatial summation; this model substantially improves cross-validation performance compared with a linear spatial summation model.

A consequence of compressive spatial summation (CSS) is that certain stimulus transformations may change BOLD responses less than one might expect under linear spatial summation. We explore to what degree CSS accounts for the observation that responses in extrastriate cortex tend to exhibit tolerance to changes in the position and size of the retinal image cast by an object (Desimone et al. 1984; Grill-Spector et al. 1999; Gross et al. 1972; Ito et al. 1995; Perrett et al. 1982; Tovee et al. 1994). Specifically, we measure BOLD responses to objects at different positions and sizes and show that the CSS model, derived from responses to spatial contrast patterns, predicts the position and size tolerance observed in the object responses.

MATERIALS AND METHODS

Subjects

Five experienced fMRI subjects (5 males; age range 28–39 yr; mean age 32 yr) participated in this study (Supporting Table A; all supporting tables and figures are located at http://kendrickkay.net/; see ENDNOTE). All subjects had normal or corrected-to-normal visual acuity. Informed written consent was obtained from all subjects, and the experimental protocol was approved by the Stanford University Institutional Review Board. One subject (J. Winawer) was an author. Subjects participated in one to three scan sessions to measure spatial summation. Subjects also participated in one to four separate scan sessions to identify visual field maps (details in Winawer et al. 2010). Maps V3A and V3B were combined since they could not be separated in every subject.

Visual Stimuli

Display. Stimuli were presented using an Optoma EP7155 DLP projector imaged onto a backprojection screen in the bore of the magnet. The projector operated at a resolution of 800 × 600 at 60 Hz, and the luminance response was linearized using a lookup table based on spectrophotometer measurements (maximum luminance ~50 cd/m²). Stimuli subtended 21–30° of visual angle. A button box recorded behavioral responses. Subjects viewed the screen via a mirror mounted on the radiofrequency (RF) coil. An occluding device prevented subjects from seeing the unreflected image of the screen. A MacBook Pro computer controlled display calibration and stimulus presentation and recorded button responses using code based on Psychophysics Toolbox (Braida 1997; Pelli 1997).

Stimuli were constructed at a resolution of 600 × 600 pixels. In all experiments, a small dot at the center of the stimulus served as a fixation point (0.2–0.5° in diameter). The color of the dot changed randomly between red, green, and blue every 5–9 s. Subjects were instructed to fixate the dot and to press a button whenever the dot changed color.

Contrast patterns (data sets 1–3). These stimuli consisted of full-contrast (100% Michelson contrast) contrast patterns presented at...
different locations in the visual field (Supporting Fig. A). Contrast patterns were generated by low-pass filtering white noise at a cutoff frequency of 14 cycles per image and then thresholding the result. These patterns were designed to elicit responses from a variety of neurons with different tuning properties. All stimuli were restricted to a circular region of the display, and regions of the display not occupied by a contrast pattern were filled with neutral gray.

Three types of spatial apertures controlled the visual field location of the contrast patterns. Vertical apertures were bounded at either the right by a vertical cut or the left by a horizontal cut or were unbounded. Horizontal apertures were bounded at either the top by a horizontal cut or the bottom by a horizontal cut or were unbounded. Circular apertures were centrally positioned and sized such that the edges of the apertures coincided with the cuts. Seven cuts were placed in-between the meridians and the edge of the stimulus, yielding a total of 15 cuts in each direction. To ensure dense sampling near the fovea, the spacing of the cuts increased linearly with eccentricity (for a 24° field of view, cuts would be located at 0, 0.3, 0.7, 1.3, 2.3, 3.6, 5.5, and 8.2° eccentricity). There were a total of 31 vertical + 31 horizontal + 7 circular = 69 apertures.

Aperture edges were smoothly transitioned using half-cosine functions. For edges at the vertical and horizontal cuts, the width of the transition zone was 2 pixels (0.1°) and the transition zone was centered on the cut. For edges at the bounds of the stimulus, the width of the transition zone was 11 pixels (0.4°), and the transition zone abutted the stimulus bounds.

Note that spatial responses could in principle be measured using stimuli in which multiple spatial elements are randomly presented over time (Hansen et al. 2004; Vanni et al. 2005). We chose to use simple spatial apertures for two reasons: one, aperture stimuli are simpler to interpret than random stimuli; and two, random stimuli densely stimulate the visual field on nearly every frame, which is not optimal for characterizing voxels that exhibit strong subadditive summation.

Object position and size manipulations (data sets 4–7). These experiments measured responses to contrast patterns and objects in the same scan sessions. Models derived from the contrast responses were used to predict the object responses. For these experiments, we reduced the number of apertures used for contrast patterns from 69 to 38. This was achieved by using only 4 cuts in-between the meridians and the edge of the stimulus and by omitting circular apertures. We also modified the contrast patterns by flipping the polarity of a random 5% of the image pixels (grouped into 2×2-pixel chunks). The purpose of this modification was to increase power at high spatial frequencies and thus potentially elicit stronger neural responses.

To construct object stimuli, we obtained 30 presegmented objects from a previous study (Kriegeskorte et al. 2008). These objects included fruit, animals, body parts, and various small items. Objects were converted to grayscale, placed on samples of pink noise (1/f amplitude spectrum, random phase spectrum), and resized to fit various spatial apertures. One experiment (data sets 4 and 5) manipulated object position by using a 5 × 5 grid of square apertures, each 80 pixels (3.2°) on a side. Another experiment (data sets 6 and 7) manipulated object size by using 13 centrally positioned circular apertures. The radii of these apertures grew quadratically from 11 pixels (0.4°) to 300 pixels (12°) according to the expression 300x2 where x is evaluated at 13 equally spaced points between 0.19 and 1. [For example, the 1st radius is 300(0.19)2 = 11 pixels, the 2nd radius is 300(0.2575)2 = 20 pixels, and so on.] This experiment also included a version of these apertures in which the objects were omitted, leaving only the pink-noise background.

Control experiments (data sets 6 and 7). In one control experiment (data set 7), we tested subadditive spatial summation by presenting three vertical apertures in a slow event-related experimental design (Supporting Table A). In another control experiment (data set 7), we tested whether subadditive summation is due to a response ceiling by presenting contrast patterns at 5% Michelson contrast (2 runs; only horizontal apertures). In a 3rd control experiment (data sets 6 and 7), we again tested whether subadditive summation is due to a response ceiling, this time by comparing responses to contrast patterns against responses to a full-field aperture containing objects (1 of the stimuli used in the object experiments described above).

Alternative contrast patterns (data sets 8–10). In a final set of control experiments, we used specially designed contrast patterns to test whether subadditive spatial summation can be explained by luminance edges between the contrast patterns and the gray background. For these experiments, stimuli were presented using a Samsung SyncMaster 305T LCD monitor (linearized luminance response; maximum luminance 117 cd/m2) and subtended 12.5–12.7° of visual angle (Supporting Table A). The small field of view is adequate for characterizing responses in V1, V2, and V3 (where pRFs are small), and results are reported for these visual field maps.

In one experiment (data set 8), summation was measured at a horizontal cut 1.5° above the horizontal meridian. Six different types of patterns were used, and summation was measured seven times for each type of pattern. Noise consisted of the original contrast patterns (cutoff frequency set to 6.25 cycles per image to compensate for the smaller display size). Band-Pass Noise consisted of patterns obtained by band-pass filtering the edges in the Noise contrast patterns (difference-of-Gaussians filter tuned to 3 cycles per degree). Checkerboard and Bars consisted of patterns constructed from square-wave gratings (spatial frequency 6.25 cycles per image); these patterns reversed contrast on each frame. Checkerboard with Spatial Gap and Bars with Spatial Gap consisted of patterns identical to Checkerboard and Bars except that a spatial gap extending between 1.0 and 2.0° above the
adaptation effects are minimized (Boynton and Finney 2003), and BOLD responses, ensures sufficient gaps between apertures such that background. This 3-s ON, 5-s OFF trial structure produces robust objects) through one of the apertures (10-Hz image rate, random positioning at the center of the stimulus (Hallum et al. 2011). The identity of the digit (0–9) changed at 1.5 Hz, and, to minimize visual adaptation, the color of the digit alternated between black and white.

Experimental Design

We used a randomized event-related design to minimize anticipatory and attentional effects and to separate the time course of the hemodynamic response from aperture response amplitudes. Stimuli were presented in 8-s trials, one aperture per trial (Supporting Fig. A). During the 1st 3 s of a trial, the subject viewed contrast patterns (or objects) through one of the apertures (10-Hz image rate, random order). Then, for the next 5 s, the subject viewed the neutral-gray background. This 3-s ON, 5-s OFF trial structure produces robust BOLD responses, ensures sufficient gaps between apertures such that adaptation effects are minimized (Boynton and Finney 2003), and allows a large number of trials to be presented within a scan session.

For the main experiment (data sets 1-3), apertures were divided into two groups. Vertical apertures were placed in one group, horizontal apertures were placed in the other group, and the remaining apertures were distributed across these two groups. In each run, apertures from one of the groups were presented in random order (no special optimization of stimuli ordering was performed). To establish the baseline signal level, each run also included null trials in which no stimuli were presented. Two null trials were inserted at the beginning and end of each run, and 1 null trial was inserted after every 5 (or, in some cases, 6) stimulus trials. Each run lasted ~6 min. In each scan session, vertical and horizontal runs were alternated until 5 pairs (10 runs) were collected.

MRI Data Acquisition

fMRI data for data sets 1-7 were collected at the Lucas Center at Stanford University using a GE Sigma HDx 3.0T, a Nova 8-channel RF surface coil, and a Nova quadrature RF surface coil (Supporting Table A). In each scan session, 21 slices roughly parallel to the parietooccipital sulcus were defined: slice thickness 2.5 mm, slice gap 0 mm, field of view 160 × 160 mm. A T2*-weighted, single-shot, gradient-echo spiral-trajectory pulse sequence was used (Glover and Lai 1998): matrix size 64 × 64, repetition time (TR) 1.323751 s, echo time (TE) 29.7 ms, flip angle 71°, nominal spatial resolution 2.5 × 2.5 × 2.5 mm3. (The TR was matched to the refresh rate of the display such that there were exactly 6 TRs for each 8-s trial.) The TE of the 1st volume in each run was increased by 2 ms, and the phase difference between the 1st 2 volumes was used to estimate a map of the B0 static magnetic field. To minimize respiratory-related artifacts in field maps, subjects were instructed to hold their breath for the 1st 10 s of each run. fMRI data for data sets 8-10 were collected at the Stanford Center for Cognitive and Neurobiological Imaging using a GE Sigma MR750 3.0T scanner and a Nova 32-channel RF head coil. The protocol in these data sets was the same as that for data sets 1-7 except for the following characteristics: 22 slices, an echoplanar imaging (EPI) pulse sequence, TR 1.337702 s, TE 28 ms, flip angle 68°, and an alternative B0 mapping procedure.

A summary of the analysis workflow is provided in Supporting Fig. B.

Data Analysis

Field maps were smoothed in space and time using local linear regression (Hastie et al. 2001) and then used to guide multifrequency reconstruction of the spiral-based functional volumes (Man et al. 1997) and unwarping of the EPI-based functional volumes (Jezzard and Balaban 1995). These procedures corrected off-resonance spatial distortion artifacts and improved the run-to-run stability of the data. The first five volumes of each run were discarded to allow longitudinal magnetization to reach steady-state. Differences in slice acquisition times were corrected using sinc interpolation. Finally, automated motion correction procedures were used to correct for head motion (SPM5; rigid-body transformations). Motion parameter estimates were low-pass filtered at 1/90 Hz to remove high-frequency modulations that may have been caused by BOLD activations (Freire and Mangin 2001). No additional spatial or temporal filtering was performed. Raw scanner units were converted to units of percentage signal change by dividing by the mean signal intensity in each voxel.

The fMRI data were analyzed in two stages (Kay et al. 2008b), which we refer to as general linear model (GLM) analysis and pRF analysis. The GLM analysis deconvolves a hemodynamic response function (HRF) from the raw time-series data of each voxel to estimate the voxel response amplitude to each aperture; the pRF analysis uses these response amplitudes to estimate pRF parameters. Thus the inputs to the pRF analysis are the outputs of the GLM analysis rather than the raw time-series data. This two-stage analysis approach reduces the computational requirements of the pRF analysis and makes it easier to inspect the accuracy of pRF models. Furthermore, response amplitudes are derived from multiple trials and are therefore more reliable (less noisy) than the raw time-series data.

GLM Analysis

We fit the time-series data from each voxel using a variant of the GLM that is commonly used in fMRI analysis (a general review of the GLM can be found in Monti 2011). The model consists of several components: 1) an HRF characterizing the shape of the time course of the BOLD response to an aperture; 2) β-weights characterizing the amplitude of the BOLD response to each aperture; 3) polynomial regressors (degrees 0–3) used to estimate the baseline signal level in each run; and 4) global noise regressors designed to capture BOLD fluctuations unrelated to the stimulus.

HRF. To ensure accurate GLM fits, we used a flexible model for the HRF at each voxel (Kay et al. 2008a). Control points were placed every 2.5 s from 0 to 20 s after trial onset and every 10 s from 20 to 50 s after trial onset. Each control point was allowed to vary freely except for the control points at 0 and 50 s, which were fixed to 0. The model of the HRF is computed by performing spline interpolation between the control points. The specific placement of the control points was chosen based on HRF measurements in pilot data and reflects a strategy in which more control points are allocated near the beginning of the trial where hemodynamic responses change at a faster rate.

Global noise regressors. To remove the effects of spatially global BOLD fluctuations, we used a technique inspired by methods introduced by a previous study (Bianciardi et al. 2009). First, we select voxels for which the time series have no detectable relationship to the stimulus (specifically, voxels for which the GLM has less than or equal to 0 cross-validation accuracy). Then, for each run, we extract the time series of these voxels, project out (i.e., fit and remove) the polynomial regressors from each time series, normalize each time series to have the same variance (to ensure that each time series has the same influence), and perform principal component (PC) analysis.
Finally, the top PCs from each run are entered into the GLM as additional regressors. Cross-validation is used to select the number of PCs entered (typically 1–5; see Supporting Table A). We find that using global noise regressors consistently improves the cross-validation accuracy of the GLM, thus validating the method.

**Model fitting.** Since the GLM used in this study is nonlinear with respect to its parameters, we used nonlinear optimization to fit the model (MATLAB Optimization Toolbox). We fit the GLM using two different resampling schemes. In GLM cross-validation, we fit the GLM five times, each time leaving out one pair of runs. In each iteration, the fitted model was used to predict stimulus-related effects (i.e., the estimated hemodynamic response to each stimulus, summed over time) in the left-out runs. Since the absolute signal level in BOLD time series cannot be accurately predicted due to signal drift (Smith et al. 1999), we projected out the polynomial regressors from both the predicted data and the measured data. We then concatenated results across the five iterations and computed the coefficient of determination \( R^2 \) between the predicted and measured data. The resulting \( R^2 \) value quantifies the accuracy of the GLM. In GLM bootstrapping, we fit the GLM 30 times, each time to a bootstrap sample drawn from individual runs. Bootstrapping individual data points would be improper since noise in BOLD time series is correlated over time; see Friman and Westin 2005.) Each bootstrap sample was balanced by including exactly 5 vertical and 5 horizontal runs. To ensure proper handling of noise correlations across voxels, the same bootstrap samples were used for different voxels. Bootstrap results were used to estimate standard errors on model parameters.

**pRF Analysis**

**CSS model.** A pRF model is an encoding model (Kay 2011; Naselaris et al. 2011) that characterizes the relationship between a contrast image (indicating the location of the stimulus) and the response from a local population of neurons. We used a pRF model that generates a predicted response by computing a weighted contrast image (indicating the location of the stimulus) and the pRF Analysis were used to estimate standard errors on model parameters. In pRF cross-validation, we fit the pRF model to the single set of \( \beta \)-weights obtained by taking the mean across GLM bootstraps. This set of \( \beta \)-weights reflects the full data set and therefore provides the best estimates of model parameters. The pRF of a voxel refers to the CSS model estimated using the full-fit resampling scheme unless otherwise indicated. In pRF cross-validation, we fit the pRF model to the single set of \( \beta \)-weights obtained by taking the mean across GLM bootstraps. Cross-validation controls for overfitting and provides unbiased estimates of model accuracy.

**Model accuracy.** The accuracy of the CSS model was quantified as the coefficient of determination \( R^2 \) between the cross-validated predictions of the \( \beta \)-weights and the measured \( \beta \)-weights:

\[
R^2 = 100 \times \left[ 1 - \frac{\sum \text{MODEL} - \text{DATA}^2}{\sum \text{DATA}^2} \right]
\]

where MODEL indicates the predicted weights and DATA indicates the measured weights. This \( R^2 \) value indicates the percentage of variance (relative to 0% signal change) that is explained by the CSS model. \( R^2 \) provides a more accurate assessment of accuracy than \( r^2 \) (the square of Pearson’s correlation coefficient) because \( r^2 \) is not sensitive to mismatches in offset and gain. Also, note that quantifying variance with respect to 0 (instead of the mean) makes it easier to compare the \( R^2 \) metric across different sets of data (which may differ in their means).

**Linear model.** To assess the importance of the static nonlinearity in the CSS model, we fit a version of the model in which the exponent parameter is fixed to 1. This modification eliminates the static nonlinearity and reduces the model to a linear model. The linear model and the CSS model were fit independently to the data. The linear model is identical to the model used previously by Dumoulin and Wandell (2008).

**Definition of pRF Size**

In the CSS model, there is an interaction between the size of the Gaussian and the static nonlinearity. For example, a model associated with a small Gaussian can nevertheless respond strongly to stimuli far from the Gaussian if the static nonlinearity is highly compressive. We propose to define pRF size in terms of the predicted response to a point stimulus (spot) placed at different positions in the visual field.

The predicted response of the CSS model to point stimuli has a Gaussian profile:
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\[ M(x, y) = g \times G(x, y)^n \approx e^{-\frac{\xi_x - x)^2 + \xi_y - y)^2}{2\sigma^2} \]

where \( M \) is a map of responses and other variables are as defined earlier. We define pRF size, \( \sigma_{\text{size}} \), to be the standard deviation of the Gaussian profile:

\[ \sigma_{\text{size}} = \sqrt{\frac{\text{mean}(\beta^2)}{n}} \]

Our definition of pRF size is based on input-output characteristics and could be applied to any pRF model. For a model for which the predicted response to point stimuli does not have a Gaussian profile, we could simply stipulate that pRF size is the standard deviation of a Gaussian function fitted to the actual profile.

Noise Ceiling

The noise ceiling is defined as the maximum accuracy that a model can be expected to achieve given the level of noise in the data (David and Gallant 2005; Sahani and Linden 2003). The noise ceiling depends solely on the signal-to-noise ratio of the data and is independent of the specific model being evaluated. In our case, the data of interest are the \( \beta \)-weights estimated in the GLM and the model of interest is a pRF model that has been fitted to these \( \beta \)-weights.

We performed Monte Carlo simulations to calculate the noise ceiling. In these simulations, we generate a known signal and noisy measurements. This computational approach directly quantifies the noise ceiling assuming that both the signal and the noise level are known. For our data, the signal is not directly known (since the data include both signal and noise). To carry out the simulations, we make the simplifying assumption that the signal and the noise are each distributed according to a normal distribution and that the noise is zero mean.

The first step in the simulations was to collect the \( \beta \)-weights and their standard errors. Standard errors on individual \( \beta \)-weights are relatively noisy given that each stimulus was presented just five times. We thus calculated the pooled standard error and took this to be the standard deviation of the normal distribution characterizing the noise:

\[ \text{NOISESD} = \sqrt{\text{mean}(\beta^2)} \]

where NOISESD is the noise standard deviation and \( \beta \) represents the standard errors on the \( \beta \)-weights. Next, we calculated the mean of the \( \beta \)-weights and took this to be the mean of the normal distribution characterizing the signal:

\[ \text{SIGNALMN} = \text{mean}(\beta) \]

where SIGNALMN is the signal mean and \( \beta \) represents the \( \beta \)-weights. To estimate the standard deviation of the signal distribution, we subtracted the amount of variance attributable to noise from the total amount of variance in the data, forced the result to be nonnegative, and then computed the square root:

\[ \text{SIGNALSD} = \sqrt{\text{max}(0, \text{var}(\beta) - \text{NOISESD}^2)} \]

where SIGNALSD is the signal standard deviation. Finally, we generated a signal by drawing random values from the signal distribution, generated a noisy measurement of this signal by summing the signal and random values drawn from the noise distribution, and calculated the \( R^2 \) between the signal and the measurement. We performed 500 simulations (50 signals, 10 measurements per signal) and took the median \( R^2 \) value to be the noise ceiling.

The noise ceiling is inherently a stochastic quantity: the accuracy of a perfect model will vary from data set to data set simply due to randomness in the measurement noise. For example, a perfect model could achieve a cross-validation \( R^2 \) of 100% if the noise just happens to be 0 for each data point. The stochasticity of the noise ceiling is reflected in the variability of the \( R^2 \) values obtained in the Monte Carlo simulations. The noise ceiling is taken to be the median \( R^2 \) value across simulations and should be interpreted as the accuracy that a perfect model is expected to achieve on average given the level of noise in the data.

Voxel Selection

Results were restricted to voxels that satisfy the following requirements. First, voxels must have a complete set of data, i.e., must not have moved outside of the imaged volume during the scan session. Second, voxels must be located in one of the identified visual field maps. Third, voxels must have positive GLM cross-validation accuracy. Finally, voxels must have GLM \( \beta \)-weights that are positive on average. This requirement excludes peripheral voxels that typically exhibit negative BOLD responses to centrally presented stimuli (Shmuel et al. 2006; Smith et al. 2004). Voxel responses to each visual field map were pooled across subjects. Unless otherwise indicated, error bars represent ±1 SE (68% confidence intervals) across voxels and were obtained using bootstrapping.

Public Data Sets and Software Code

Example data sets and code implementing the CSS model are provided at http://kendrickkay.net/socmodel/.

RESULTS

To investigate spatial summation, we measured BOLD responses in human visual cortex while subjects viewed a series of spatial contrast patterns. Contrast patterns were high-contrast, black-and-white noise patterns seen through a systematic set of vertical, horizontal, and circular apertures. Sixty-nine distinct apertures were presented in random order a total of five times each. The data were preprocessed to estimate the BOLD response amplitude of each voxel to each aperture.

Subadditive Spatial Summation

The experimental design included apertures that form complementary pairs (e.g., left aperture, right aperture), and we used these pairs to assess whether responses sum linearly over space. For each aperture pair, we selected voxels for which the pRFs are located near the boundary between the two apertures and computed a summation ratio by dividing the response to a full aperture covering the entire visual field by the sum of the responses to the two apertures. If spatial summation is linear, the summation ratio should equal 1. The summation ratio is <1 in all identified visual field maps, indicating that the response to the full aperture is smaller than predicted by linear spatial summation (Fig. 2). The summation ratio is closest to 1 in V1 and is substantially less than 1 in extrastriate maps. We confirmed the reproducibility of these results with a control experiment in which subadditive summation can be directly observed in the measured BOLD time series (Fig. 3A).

A potential explanation of subadditive summation is that the response to the full aperture is lower than the linear prediction simply because the response is already at the maximum level. However, control experiments show that subadditivity is not due to a response ceiling: subadditivity occurs even at low contrast (Fig. 3B), and it is possible to evoke responses that are even higher than the response to the full aperture (Fig. 3C).
Another potential explanation of subadditive summation is that the partial apertures contain luminance edges between the contrast patterns and the gray background, whereas such edges are not present in the full aperture. Since edges drive neural responses, this might explain why the response to the full aperture is lower than expected. To test this possibility, we calculated summation for alternative spatial patterns that minimize the edge effect and confirmed that subadditive summation still occurs (Fig. 4). We also performed a full set of measurements using alternative contrast patterns and reproduce the main results of the present paper (Supporting Fig. G).

Edges between the contrast patterns and the gray background cannot explain subadditive summation, but it is possible that these edges may contribute to the size of the subadditive effect. For example, inserting a spatial gap such that the same luminance edges are present in the partial and full apertures reduces the level of subadditivity (Fig. 4). However, this manipulation changes the visual field regions that are summed, which might also explain the different summation results. In general, the use of a spatial gap avoids edge effects but complicates the design of stimuli that systematically sample different regions of the visual field. The goal of this paper is not to test summation for one particular case (e.g., a single location in the visual field, a single gap size, etc.) but rather to use systematic measurements of spatial responses to develop a general model of the relationship between the location of the stimulus and the observed responses. We address this issue next.
We define pRF size to be the standard deviation of this Gaussian profile, summation.

When the power-law exponent is 1, the nonlinearity is compressive, and small amounts of overlap between the stimulus and the pRF produce large responses. This behavior predicts subadditive summation. We refer to the model as the CSS model.

We evaluated the CSS model by comparing it with a version of the model in which the power-law exponent is fixed to 1. This simplified model implies strict linear spatial summation. We independently fit the CSS model and the linear model to the responses of each voxel using cross-validation and quantified model accuracy as the percentage of variance explained ($R^2$). Although the models are nested, there is no guarantee that the CSS model will have higher cross-validation accuracy than the linear model; this will occur only if the effect captured by the exponent is sufficiently large and there are sufficient data to estimate the exponent accurately. If the effect of the exponent is small or if data quality is poor, the exponent parameter in the CSS model may degrade cross-validation accuracy due to overfitting.

The CSS model outperforms the linear model in all visual field maps (Fig. 6). In V1, the improvement is modest, indi...
cating that the linear model is a reasonable characterization of the responses for the range of stimuli tested. In extrastriate maps, the improvement is substantial, consistent with the strong subadditive effects found in these maps. Furthermore, the absolute performance of the CSS model is quite high: on average, the model predicts 84% of the response variance (median $R^2$ across voxels). This is only slightly lower than the maximum performance that can be expected given the level of noise in the data (noise ceiling), which is 89% of the response variance (median $R^2$ across voxels). Detailed examination of the data and model fits confirms the accuracy of the CSS model (Supporting Figs. D and E).

In V1, the performance improvement provided by the CSS model is modest, at an increase of 1.3% variance. This may seem inconsistent with the fact that the summation ratio in V1 is substantially less than 1, at 0.78. The reason for this apparent discrepancy is that the summation ratio is computed from the subset of data that specifically tests linearity (aperture pairs defined by cuts that are located near pRF centers), whereas model accuracy is a summary metric that reflects the entire data set. Since V1 pRFs are small, only a few apertures cut through the pRF for any given V1 voxel, and so the overall performance of the linear model is only slightly lower than that of the CSS model.

**Examination of Model Parameters**

The CSS model parameters provide a compact summary of the response properties of individual voxels. One parameter of interest is pRF size. Consistent with previous studies (Amano et al. 2009; Dumoulin and Wandell 2008; Kay et al. 2008b; Larsson and Heeger 2006; Smith et al. 2001; Winawer et al. 2010), pRF size increases with eccentricity and increases in extrastriate visual field maps (Fig. 7A). However, there are quantitative differences between the size estimates here and those of previous studies. One difference is that linear functions relating eccentricity and size pass close to the origin in our study but not in previous studies. This is likely due to the fact that the stimuli used in this study sampled the foveal visual field more finely than the stimuli used in previous studies. The fact that size scales nearly perfectly with eccentricity is interesting and suggests a fundamental similarity between response properties at the fovea and those at the periphery. Another difference is that our size estimates are generally smaller. This is explained by the fact that previous studies used linear pRF models, which can overestimate pRF size when the underlying system exhibits nonlinear, subadditive behavior (for examples, see Supporting Figs. D and E).

A new parameter introduced by the CSS model is pRF exponent, which governs the amount of subadditive summation exhibited by a given voxel. Consistent with the spatial summation tests, the median exponent is <1 in all visual field maps and is smaller in extrastriate maps than in V1 (Fig. 7B). Given that maps with larger pRF sizes tend to have smaller exponents, we wondered whether the change in exponent across maps could be explained by changes in pRF size. Exploiting the fact that there exists a range of pRF sizes within individual visual field maps, we compared exponents across maps while holding size constant. We find that after controlling for size, V3 pRFs are still more compressive than V2 pRFs, which in turn are still more compressive than V1 pRFs (Supporting Fig. F). This indicates that the change in compression from map to map is distinct from the change in size.

**Implications for Object Stimuli**

We developed the CSS model based on responses to simple spatial contrast patterns. Here, we ask how well the model can generalize in predicting responses to more natural stimuli. We were particularly interested in the implications of CSS for the observation that extrastriate responses exhibit tolerance to changes in object position and size (Desimone et al. 1984; Perrett et al. 1982). To explore this connection, we measured BOLD responses to object stimuli at various positions and sizes and assessed how well the CSS model accounts for these data.

Objects were placed on textured backgrounds and viewed through apertures of different positions and sizes. To generate
predictions from the CSS model, we simply took the apertures, which reflect the spatial extent of the objects, and passed these apertures through the CSS model. Because the CSS model is a purely spatial model, it does not account for the fact that in certain extrastriate maps, objects are particularly effective at driving responses compared with noise patterns (Malach et al. 1995). We therefore included a nonnegative scale factor on the overall gain of the predicted responses while leaving the remaining model parameters untouched (location, size, and exponent). This procedure quantifies the accuracy of the CSS model in predicting the relative but not the absolute response amplitudes.

In all visual field maps, the relative responses to objects of different sizes are well-predicted by the CSS model (Fig. 8). In particular, the CSS model successfully captures the fact that responses in anterior maps (e.g., LO-2, VO-2) are relatively unaffected by the changes in object size that we evaluated. The performance of the CSS model does not quite reach the noise ceiling in V1 and V2; this may be due to negative BOLD responses that are not accounted for by the model (Fig. 8).
additional experiments, we found that the CSS model also performs well at accounting for relative responses to objects varying in position (Supporting Fig. H).

**DISCUSSION**

*Potential Sources of Subadditive Spatial Summation*

We have shown that the BOLD response to a contrast pattern is less than the sum of the BOLD responses to individual parts of the contrast pattern. This subadditive spatial summation may reflect nonlinearities in neural response properties or might reflect nonlinearities in the coupling between neural activity and the hemodynamic response (Cardoso et al. 2012; Heeger and Ress 2002; Logothetis and Wandell 2004; Magri et al. 2011). In particular, because nearby points in the visual field are mapped to nearby points on cortex, whether the hemodynamic response reflects a linear spatial convolution of neural activity is especially pertinent (Boynton 2011).

We attribute subadditivity primarily to the neural response for three reasons. First, the amount of subadditivity varies between visual field maps (Figs. 2B and 7B). If the effect were entirely explained by hemodynamic coupling, one would not expect a systematic relationship with visual field map. Second, similar subadditive effects have been observed in neuronal responses in MT (Britten and Heuer 1999; Heuer and Britten 2002). Third, we recently performed electrocorticography (ECoG) in V1–V4 of human visual cortex and have found that subadditive spatial summation also occurs in these measurements (Winawer et al. 2013). ECoG measures population activity at the millimeter scale (similar to BOLD fMRI) but is not influenced by the coupling between neural activity and the hemodynamic response.

However, we recognize that from BOLD measurements alone, it is difficult to make inferences regarding the precise level of CSS in neural signals. First, there is a diverse array of cell types in cortex. Each may be governed by its own spatial summation rules and may couple differently to the BOLD signal. Second, there are different aspects of neural activity (e.g., synaptic potentials, action potentials), and each may exhibit different spatial summation properties. Third, there may be scatter in the receptive field positions of neurons within a voxel, which tends to produce summation results at the population level that are more linear than that at the level of individual neurons (discussed further below). These various issues should be taken into account when interpreting the CSS effects found in this paper.

*Previous Studies of Spatial Summation*

Hansen et al. (2004) reported linear spatial summation of V1 BOLD responses, whereas we find subadditive summation in V1 (median summation ratio 0.78). This discrepancy may be due to the difference in voxel sizes used in the two studies. Hansen et al. (2004) used 3.5- × 3.5- × 4.1-mm³ voxels, whereas the present study used isotropic 2.5-mm voxels, smaller in volume by a factor of three. Large voxels are likely to include neurons responsive to only one of the apertures being summed, especially in V1 where receptive fields are small. Thus large voxel size may tend to produce spatial summation results that are more linear. Another reason for the discrepancy may be that the summation tests in the present study were performed using aperture pairs located near pRF centers, thereby providing more sensitive tests of summation (Supporting Fig. C). Finally, the use of simultaneously presented spatial components may have distorted the estimates of responses to individual components, given the linear regression analysis used in that study (further discussed below).

Subadditive spatial summation is consistent with the previous observation that the estimated V1 BOLD response to a central patch is reduced when using a multifocal design that involves surrounding patches (Pihlaja et al. 2008). Because responses to simultaneous patches are smaller than the responses predicted by linear summation, the estimate of the response to the central patch is biased downward in the linear regression analysis of multifocal data. Subadditive summation is also consistent with the finding that in V1 and more so in extrastriate maps, the response to simultaneously presented stimuli is smaller than the response to the stimuli when sequentially presented (Kastner et al. 2001). Simultaneous presentation engages subadditive spatial summation, whereas sequential presentation does not. Finally, our summation results are consistent with recent BOLD measurements of nonlinear spatial effects throughout visual cortex (Vanni and Rosenstrom 2011). This study also found increasingly nonlinear effects in anterior visual areas and proposed an alternative, information-theoretic explanation for the findings. Our study extends these previous results (see also results from EEG: Vanni et al. 2004) by performing systematic measurements of spatial summation for many visual field maps and by developing a computational model that predicts responses at the level of single voxels.

We examined spatial summation of simple contrast patterns in this study. However, summation characteristics may vary depending on the specific type of stimuli that are summed. An example is summation of two parts of a solid luminance disc: since cortical responses are primarily driven by contrast (Engel et al. 1997), the response to the full disc is likely to be quite small compared with the responses to the partial discs. Another example is summation of multiple objects, which has been the focus of a number of studies (e.g., Kastner et al. 2001; Macevoy and Epstein 2009; Reddy et al. 2009; Reynolds et al. 1999; Zoccolan et al. 2005). These studies typically find that in certain extrastriate regions, the response to two objects presented simultaneously is the average of the responses to the objects presented individually. In particular, the response to an effective object presented alone is usually reduced when a less-effective object is presented nearby. The CSS model does not account for this effect, since stimulating more of the visual field always produces a higher response from the CSS model. Expanding the explanatory power of the CSS model is a direction for future research.

*Distinction Between Subadditive Spatial Summation and Contrast Saturation*

Contrast saturation refers to the well-established fact that responses in visual cortex plateau beyond a certain contrast level (Albrecht and Hamilton 1982; Boynton et al. 1999; Sclar et al. 1990; Tootell et al. 1998). There is a parallel between contrast saturation and subadditive spatial summation: just as a small amount of contrast is sufficient to evoke a large response, a small amount of spatial stimulation is also sufficient to evoke a large response. However, the two phenomena are conceptu-
ally distinct: in theory, it is possible for responses to exhibit contrast saturation but linear spatial summation or to exhibit linear contrast response but subadditive spatial summation. Consider a receptive field composed of subunits that saturate with contrast but are summed linearly across space. This receptive field will exhibit contrast saturation but approximately linear spatial summation. Thus the fact that responses in visual cortex exhibit subadditive spatial summation is an empirical finding that is distinct from contrast saturation. Interestingly, we find an increase in subadditivity in anterior visual field maps, which mirrors the increase in contrast saturation in anterior maps (Avidan et al. 2002; Kastner et al. 2004; Tootell et al. 1998). This suggests that the two effects may be tightly linked and that it may useful to explore and develop a general model that simultaneously accounts for both contrast saturation and subadditive spatial summation (e.g., a model that computes the standard deviation of pixel luminance values over a local portion of the visual field and then applies a compressive nonlinearity, a model based on divisive normalization, etc.).

**Relationship to Divisive Normalization**

Divisive normalization is a nonlinear computation that is widely used to model neuronal responses (Carandini and Heeger 2011; Heeger 1992). Here, we link divisive normalization to CSS by showing that under certain assumptions, divisive normalization at the neuronal level implies CSS at the population level. First, consider the following formulation of divisive normalization:

$$\text{output}_i = \frac{\text{neuron}_i}{\alpha + \sum_k \text{neuron}_k}$$

where output$_i$ is the final output from the $i$th neuron, neuron$_i$ is the unnormalized response of the $i$th neuron, $\alpha$ is a semisaturation constant, and $k$ ranges over a local population of neurons (the normalization pool). Let us assume that the neurons in the normalization pool mutually inhibit each other. Then, the pooled activity of the population of neurons in the normalization pool is:

$$\text{pooled activity} = \sum_k \text{output}_k = \frac{\sum_k \text{neuron}_k}{\alpha + \sum_k \text{neuron}_k} = f(\sum_k \text{neuron}_k) \text{ where } f(x) = \frac{x}{\alpha + x}.$$

This shows that at the population level, the effect of normalization is to apply a compressive nonlinearity (represented by $f$) to the sum of the unnormalized responses of the neurons in the normalization pool (represented by $x$).

To connect these theoretical considerations to spatial summation, we can identify the $x$ term in the previous equation as representing space, that is, the amount of spatial overlap between a stimulus and a pRF. As the overlap between the stimulus and the pRF increases, the pooled activity of the normalization pool is expected to increase according to a compressive function. This response behavior is the core of the CSS model. Thus we can view CSS as a specific instantiation of the general computation of divisive normalization.

The divisive nonlinearity described above can be approximated, through suitable choice of parameters, by the power-law nonlinearity used in the CSS model. However, the approximation is not exact, and we wondered whether some gain in performance might be achieved by changing the form of the static nonlinearity in the CSS model. Division and exponentiation are in fact special cases of the general model of neural computation described by Kouh and Poggio (2008). We therefore tested several nonlinearities with different levels of generality. The median cross-validated $R^2$ for the original power-law nonlinearity $f(x) = x^n$ is 84.3% ± 0.2 SE. In contrast, the pure divisive nonlinearity $f(x) = \frac{x}{\alpha + x}$ achieves 83.2% ± 0.2 SE, the mixed divisive nonlinearity $f(x) = \frac{x^n}{\alpha^n + x^n}$ achieves 84.1% ± 0.2 SE, and the general nonlinearity $f(x) = \frac{x^n}{\alpha^n + x^m}$ achieves 83.5% ± 0.2 SE. The fact that alternative nonlinearities do not improve performance indicates that the power-law nonlinearity is sufficient for the data we have. Further elaborations of the CSS model to account for additional phenomena (e.g., surround suppression) may require the nonlinearity to be divisive in form.

**Models of Position and Size Tolerance in the Visual System**

Compared with posterior visual field maps, anterior maps have larger pRF sizes and smaller (more compressive) pRF exponents (Fig. 7B). The combination of these two properties implies that responses in anterior maps should show reduced sensitivity to changes in the position and size of a viewed object, and we have confirmed that this is the case (Fig. 8C and Supporting Fig. H). The increase in tolerance that we observe mirrors the results of a recent study that compared neural responses in macaque V4 and IT to a common set of object stimuli and demonstrated that IT responses exhibit greater tolerance to changes in position, size, and context (Rust and DiCarlo 2010).

A number of object-recognition models that address position and size tolerance have been proposed (for example, Epstein et al. 2008; Fukushima 1980; Perrett and Oram 1993; Pinto et al. 2009; Rolls and Milward 2000). We discuss here HMAX, an influential model in both computer and biological vision (Riesenhuber and Poggio 1999; Serre et al. 2007). The CSS model is largely compatible with the basic features of the HMAX model (feedforward model with increasing nonlinearity and spatial pooling at successive stages), but there are several differences. One difference is that the HMAX model is explicitly hierarchical such that responses are transformed through a sequence of computations. In contrast, the CSS model is designed to predict responses of each voxel directly from the stimulus. This stimulus–referred approach simplifies parameter estimation and interpretation of the model. It is possible, however, to reformulate the CSS model using a hierarchical architecture similar to that of the HMAX model (Fig. 9). This reformulation shows how the spatial nonlinearity of the CSS model can be split into several sequential stages, each stage implementing the same local computation.

Another difference between the HMAX and CSS models is the specific way in which tolerance is achieved. The HMAX
model achieves tolerance by applying the MAX operation to the responses of model units that encode a specific image feature at slightly different positions and scales. The CSS model achieves tolerance by applying a compressive nonlinearity after summation of contrast across space. The difference in nonlinearity is not critically important, as CSS can be approximated using the MAX operation. However, because the CSS model addresses only space and not specific image features, the model has few free parameters, and this has enabled us to test the model against experimental measurements directly. Our data sets are freely available (see MATERIALS AND METHODS), and we welcome efforts to consider how well alternative models of visual processing account for these experimental measurements.

Extending the CSS Model to Account for Stimulus Selectivity

Selectivity is an important concept that is complementary to tolerance. Theories of object representation (DiCarlo et al. 2012; Riesenhuber and Poggio 1999; Ullman 1996) propose that visual responses should exhibit not only tolerance to variation in object format (such as object position, size, and viewpoint), but also selectivity for certain objects over others. Examining our data, we find preliminary evidence that voxel responses indeed conform to the selectivity-tolerance framework, exhibiting tolerance for spatial variation while also exhibiting selectivity for certain stimulus types (Supporting Fig. I). This is consistent with the finding that neurons in macaque inferotemporal cortex maintain object preferences over changes in position and size (Ito et al. 1995; Tovee et al. 1994).

The CSS model is a simple spatial model, and we have shown that the response properties of the model are consistent with the position and size tolerance observed in several extra-striate visual field maps. However, an important limitation of the CSS model is that it does not explain selectivity, that is, why certain stimulus types drive responses more strongly than others. A complete model of object representation must address both selectivity and tolerance, and in future research it will be fruitful to measure responses to stimuli that vary along not only the dimension of space (e.g., location and size), but also other dimensions (e.g., the specific image features at a given location and size). We will then be in a position to extend the CSS model to account for stimulus selectivity. One promising strategy is to integrate the CSS model with filters that operate on arbitrary images (Kay et al. 2008b); this is a line of research that we have pursued in a follow-up study (Kay et al. 2013).
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Supporting Fig. A. Schematic of stimuli used in the main experiment (datasets 1–3). Stimuli consisted of contrast patterns seen through vertical, horizontal, and circular apertures. Apertures were bounded by vertical and horizontal cuts through the visual field. During the first three seconds of a trial, the subject viewed contrast patterns through one of the apertures; for the remaining five seconds, the subject viewed the neutral-gray background.
Supporting Fig. B. Summary of analysis workflow. The raw fMRI data are pre-processed to correct differences in slice acquisition times, head motion, and spatial distortion. The data are then analyzed in two stages. In the first stage, the time-series data are analyzed using a general linear model (GLM). The GLM consists of a hemodynamic response function, beta weights (representing the amplitude of the BOLD response to each stimulus), polynomial regressors, and global noise regressors. In the second stage, a population receptive field (pRF) model is fit to the beta weights obtained for each voxel. The pRF model characterizes the relationship between the stimuli shown to the subject and the obtained beta weights (see Fig. 5 for details). Fitting the pRF model yields a set of model parameters that characterize the response properties of each voxel.
Supporting Fig. C. Details of spatial summation tests. Here we illustrate summation tests for an example case (V2, vertical apertures). A: summation ratios as a function of location. Each gray dot represents one spatial summation test for one voxel using a pair of vertical apertures. The x-axis indicates the horizontal position of the visual field cut that bounds the apertures, and is relative to the pRF center in units of pRF size (see panel B). The error bar to the right of the plot indicates the median standard error across summation tests. The solid line is a smooth curve fitted to the data points using local linear regression (Hastie et al. 2001) and an $L_1$ error metric (the width of the line indicates standard error). The dotted line indicates a summation ratio of one, which corresponds to linear spatial summation. Summation ratios approach one for cuts that are far from the pRF center because for these cuts, one of the partial apertures is too distant to evoke a substantial response and so summation holds trivially. B: location of visual field cuts relative to pRFs. The black line is a horizontal profile through the 2D Gaussian that describes the response of a pRF to point stimuli (see Methods). The locations of visual field cuts are expressed in terms of number of standard deviations of the 2D Gaussian away from the center of the Gaussian.
Supporting Fig. D. Data and model fits for an example voxel. A–C: inspection of linear model. In panel A, black bars indicate the measured BOLD responses to the apertures (depicted by small icons). Leave-one-out cross-validation was used to fit the model, and circles indicate the responses predicted by the model. Filled circles indicate predictions that differ significantly from the measured responses ($p < 0.01$; pooled estimate of standard error; two-tailed z-test). The linear model does fairly well but exhibits systematic undershoots and overshoots. In panel B, the predictions of the linear model are plotted against the data. The dotted line indicates the threshold beyond which predictions differ significantly from the data. A compressive nonlinear relationship between the model and the data is evident. In panel C, the parameters obtained in different bootstraps of the model are shown. On the left are circles representing pRF location, superimposed on top of a depiction of the stimulus extent and the aperture boundaries. On the right are curves representing the static nonlinearity, with the x-axis indicating the amount of spatial overlap between the stimulus and the pRF relative to that obtained with a full-field aperture. D–F: inspection of CSS model (format same as panels A–C). The CSS model describes the data more accurately than the linear model.
Supporting Fig. E. Data and model fits for another example voxel. Format same as in Supporting Fig. D. The CSS model predicts a uniform response across a wide range of apertures; this is due to the combination of large pRF size and small pRF exponent.
Supporting Fig. F. Details of model parameters. A: eccentricity versus size. This panel shows the individual data points used to generate the lines relating eccentricity and size in Fig. 7A. Data points are partially transparent, which causes regions with high data density to become dark. For each visual field map, we fit a line minimizing the sum of the perpendicular distances from the data points to the line. To reduce the influence of outliers and artifacts, we restricted the fitting procedure to a range covering most of the data points (0–20 deg for eccentricity, 0–20 deg for size) and excluded cases where less than 0.01 of the pRF overlaps the stimulus (these cases are indicated in blue). The fitting procedure was bootstrapped to estimate standard error, indicated by the band around each line. B: changes in exponent are distinct from changes in size. The existence of a range of pRF sizes within individual visual field maps allows us to compare exponents across maps while holding size constant. In this panel we bin voxels by size and plot the median exponent in each bin. Even after controlling for size, exponents decrease from V1 to V2 to V3.
Supporting Fig. G. Replication of main experiment using alternative contrast patterns. As a further demonstration that compressive spatial summation (CSS) is not a trivial consequence of luminance edges between the contrast patterns and the gray background, we repeated the full set of measurements of the main experiment (69 spatial apertures) using band-pass contrast patterns. A: sample stimulus frames. B: cross-validation accuracy. Format same as in Fig. 6A. The CSS model again outperforms the linear model. C: changes in pRF exponent. The median exponent in each map is plotted, with error bars indicating 68% confidence intervals. The compressive nonlinearity is again more pronounced in extrastriate maps.
Supporting Fig. H. Additional object experiments. We performed two additional object manipulations besides the object-size manipulation shown in Fig. 8. A: variation in object position. Objects were presented within square apertures at a variety of positions. This manipulation tests spatial summation because the spatial overlap between a stimulus and a pRF changes with the position of the stimulus. However, the amount of variation in spatial overlap is smaller than that obtained when varying the size of the stimulus, which explains why the performance improvement provided by the CSS model for variation in position is less than the improvement for variation in size. The low noise ceilings in V1 and V2 can be attributed to the fact that individual voxels in these areas have small pRFs and respond to only a few of the stimuli. B: variation in object size (background only). This is the same as the original object-size manipulation, except that the objects themselves are omitted. Noise ceilings are lower than in the original manipulation, reflecting the fact that responses are weaker when only the background is presented.
Supporting Fig. I. CSS model is compatible with the selectivity-tolerance framework. 

A: schematic of stimuli and model. We measured responses to stimuli placed within circular apertures of different sizes (dotted lines; same apertures as in Fig. 8). The pRF estimate for an example voxel in hV4 is shown (black circle). Note that this voxel has been selected to demonstrate a proof of concept and is not intended to represent the main findings of this study.

B: size responses and model predictions. Two types of stimuli were used, objects and pink noise. The response of the example voxel to each stimulus type is plotted as a function of aperture radius. Notice that the voxel response to each stimulus type is relatively constant over a wide range of sizes (tolerance) and that preference for objects is maintained over this range (selectivity). The prediction of the pRF (as illustrated in panel A) is also plotted. Since the CSS model does not address stimulus selectivity, it cannot predict the gain of the responses. We have, for visualization purposes, scaled the pRF prediction separately for each stimulus type to fit the data. A direction for future research is to extend the CSS model to explicitly account for stimulus selectivity.
<table>
<thead>
<tr>
<th>Dataset</th>
<th>Subject</th>
<th>Stimulus</th>
<th>Modifications to experimental design</th>
<th>Stimulus size / Viewing distance</th>
<th>Scanner</th>
<th>RF coil</th>
<th>Number of global noise regressors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>Contrast patterns</td>
<td>none</td>
<td>29.5° / 20 cm</td>
<td>3T1 Nova 8-channel surface coil</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>Contrast patterns</td>
<td>none</td>
<td>23.5° / 23 cm</td>
<td>3T1 Nova quadrature surface coil</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>Contrast patterns</td>
<td>none</td>
<td>24.7° / 23 cm</td>
<td>3T1 Nova quadrature surface coil</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>Modified contrast patterns and object-position manipulation</td>
<td>null trial inserted after every six stimulus trials</td>
<td>25.1° / 23.5 cm</td>
<td>3T1 Nova quadrature surface coil</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>Modified contrast patterns and object-position manipulation</td>
<td>null trial inserted after every six stimulus trials</td>
<td>25.4° / 22 cm</td>
<td>3T1 Nova quadrature surface coil</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>Modified contrast patterns and object-size manipulation</td>
<td>null trial inserted after every six stimulus trials</td>
<td>21.2° / 24 cm</td>
<td>3T1 Nova quadrature surface coil</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>Modified contrast patterns and object-size manipulation</td>
<td>null trial inserted after every six stimulus trials</td>
<td>22.8° / 26 cm</td>
<td>3T1 Nova quadrature surface coil</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Modified contrast patterns presented at low contrast</td>
<td>two runs consisting of only horizontal apertures</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Modified contrast patterns in a slow event-related design</td>
<td>two runs consisting of three vertical apertures (Full, Left, Right) presented in fixed order; 3-s ON, 25-s OFF trial structure</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>Alternative contrast patterns</td>
<td>seven runs consisting of three horizontal apertures (Bottom, Top, Full) and several types of contrast patterns</td>
<td>12.6° / 182 cm</td>
<td>CNI Nova 32-channel head coil</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>Alternative contrast patterns</td>
<td>3-Hz image rate (duty cycle: 167-ms ON / 167-ms OFF); each stimulus presented six times</td>
<td>12.5° / 183 cm</td>
<td>CNI Nova 32-channel head coil</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>Alternative contrast patterns</td>
<td>3-Hz image rate (duty cycle: 167-ms ON / 167-ms OFF); each stimulus presented three times</td>
<td>12.7° / 180 cm</td>
<td>CNI Nova 32-channel head coil</td>
<td>5</td>
<td></td>
</tr>
</tbody>
</table>

Supporting Table A. Summary of all datasets.
3T1 = Lucas Center at Stanford University, GE Signa HDx 3.0T scanner
CNI = Stanford Center for Neurobiological Imaging, GE Signa MR750 3.0T scanner
Supporting Table B. Summary of response-ceiling control experiments. This table summarizes the results of the low-contrast experiment described in Fig. 3B and the object experiment described in Fig. 3C. Ratios marked with an asterisk (*) are significantly larger than 100% ($p < 0.05$, two-tailed sign test). The two experiments demonstrate complementary effects: posterior visual field maps generally exhibit a large increase in response at high contrast (compared to low contrast), whereas anterior visual field maps generally exhibit a large increase in response for objects (compared to contrast patterns). Together, these results provide evidence that sub-additivity is not due to a response ceiling.